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Abstract

Over 1 billion people worldwide are estimated to experience significant disability, which impacts
their ability to independently conduct activities of daily living (ADLs) such as eating, ambulating,
and dressing. Personal physically assistive robots have emerged as a promising technology to help
users conduct ADLs, thereby restoring independence and reducing caregiver burden. However,
despite decades of research on personal physically assistive robots, deployments of them outside
the lab are still few. A big reason for this is that every user is unique: their requirements for the
robot, their needs, and their contexts of use are all unique. Thus, in order to be adopted, the robot
has to work well for each unique user in their context(s) of use.

In this proposal, I focus on robot-assisted feeding as a case study for how we can achieve
deployable autonomy in personal physically assistive robots. Our ultimate goal is to enable
a robot-assisted feeding system to feed any user, in any environment, a meal of their choice,
without researcher intervention, and in a way that aligns with their preferences. Towards that
goal, I present completed and proposed work focused on the following themes: (1) understanding
users’ needs and priorities when it comes to robot-assisted feeding; (2) generalizing the robot’s
bite acquisition to the variety of foods users may want it to feed them; (3) empowering the user
to customize the robot-assisted feeding system to their needs and environment; and (4) designing
a system that can be used without researcher intervention. The former two works are completed,
and the latter two are proposed and ongoing. Throughout this research agenda, I intend to
conduct evaluations of the robot-assisted feeding system in environments outside the lab—e.g.,
conference rooms, cafeterias, home environments—with a diverse set of users, thereby assessing
how close we are to the aforementioned ultimate goal.
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1
Introduction

According to estimates by the World Health Organization (WHO), 1.3 billion people worldwide
experience significant disability [132]. These disabilities threaten one’s ability to independently
perform activities of daily living (ADLs) such as eating, ambulating, and dressing [34], leaving
them reliant on a caregiver for assistance completing such activities. Because most people with
disabilities wish to live independently in their home [37; 49], research for several decades has
focused on developing personal physically assistive robots to help people with disabilities inde-
pendently perform ADLs [127]. But despite considerable advances, deployments of such robots
are few [90], with notable exceptions including [46; 47; 64; 119; 93; 61].

Figure 1.1: Our robot-
assisted feeding sys-
tem being used in a
crowded, dynamic, and
loud social setting.

What makes deploying state-of-the-art personal physically assistive robots so difficult? One
reason is that every user’s needs, preferences, and environments are unique, which requires the
robot to be customizable and generalizable. Another reason is that the real-world contexts these
robots would be deployed in differ significantly from the lab contexts they are developed in
(Fig. 1.1), giving rise to a variety of off-nominal scenarios the robots has not been designed for.

Figure 1.2: A commu-
nity researcher eating
a piece of chicken ten-
ders from the robot-
assisted feeding sys-
tem.

Consider the case of a robot-assisted feeding system for a user with motor impairments (Fig. 1.2).
First, the user would likely want to eat a variety of food items—sandwiches, noodles, salads, etc.
Thus, in order to be deployed, a robot-assisted feeding system must be able to generalize across
a large variety of food types. Second, the user will likely have impairment-specific needs; for
example, not being able to chew with one side of their mouth, or not being able to move their
neck beyond a certain distance. Thus, in order to be deployed, a robot-assisted feeding system
must be able to customize to its user’s needs and preferences. Third, the user will likely use it
in a variety of environments; for example, some users have oversized wheelchairs, so while they
are able to fit under a table at home, at restaurants they have to turn perpendicular to the table,
leaving the plate on their side. Thus, in order to be deployed, a robot-assisted feeding system
must be able to customize to the environments its user eats in. Finally, a variety of off-nominal
scenarios might arise over the course of a meal: the caregiver might move the plate when serving
the user more food; the user might need to take a break from the meal to cough; the robot might
not detect the user’s face based on how they are sitting; etc. Thus, in order to be deployed, a
robot-assisted feeding system must be robust to the variety of off-nominal scenarios that will
inevitably arise in any deployment.

1.1 Proposed Research Agenda

In this work, I propose a research agenda where we use robot-assisted feeding as a case study
to investigate how we can achieve deployable autonomy in personal physically assistive robots.
Robot-assisted feeding serves as a good case study for two reasons. First, a robot arm designed
for people with motor impairments to teleoperate already exists and has adoption1, which can 1 Kinova® Jaco® Arm

https://assistive.kinovarobotics.com/product/jaco-robotic-arm
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form the hardware platform that we develop a robot-assisted feeding system on top of. Second,
multiple commercial robot-assisted feeding systems have been developed over the years [4; 3; 120;
9; 104; 1; 76; 54]. While they have not yet reached widespread adoption, they demonstrate that
there is a market for robot-assisted feeding systems2. Thus, we believe robot-assisted feeding 2 This market is of con-

siderable size; as of
2010, 1.8 million peo-
ple in America alone
needed assistance eat-
ing [125].

systems have a path to translation from research to an actual product, which makes it a good case
study for achieving deployable autonomy in personal physically assistive robots.

The proposed research agenda is guided by the following research question:

RQ-Thesis How can we develop a deployable robot-assisted feeding system that can feed any user,
in any environment, a meal of their choice, while aligning with their preferences?

In order to answer RQ-Thesis, I propose investigating the follow intermediate research questions:

RQ1 What challenges do people with motor impairments face during dining, and how should
a robot-assisted feeding system be designed to address those challenges?

RQ2 How can a robot-assisted feeding system feed users the large variety of food items they
want to eat?

RQ3 How can a robot-assisted feeding system customize to users’ needs and environments?

RQ4 How can we take a functional robot-assisted feeding system and make it deployable?

Figure 1.3: List of re-
search questions that
seek to ultimately an-
swer RQ-Thesis.

RQ1 is the formative research that underlies the entire research agenda, enabling us to under-
stand and be guided by participant needs and preferences. RQ2 focuses on feeding users “a meal
of their choice.” RQ3 focuses on feeding “any user, in any environment...in a way that aligns with
their preferences.” RQ4 focuses on “develop[ing] a deployable robot-assisted feeding system.”
RQ1 and RQ2 are completed [89; 42], while RQ3 and RQ4 are proposed ongoing work.
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Figure 1.4: The robot-
assisted feeding sys-
tem consists of a
wheelchair-mounted
robot arm with an
on-board RGB-D and
force-torque sensor,
router, and compute.

Power 
Wheelchair

Robot Arm 
(6-DoF)

RGB-D 
Camera 

& Compute

Force-Torque 
Sensor

On-Board 
Compute

Local 
Network 
Router

E-stop Button 
(not pictured)

(d)

Figure 1.5: The system
also consists of a web
app for the user to start
and stop robot motion,
provide inputs such as
the bite they want to
eat, and customize their
feeding experience.

To demonstrating our progress towards RQ-Thesis, I propose multiple deployments of the
robot-assisted feeding system. Most will be single-meal deployments, where the system feeds
a participant with motor impairments an entire meal in an out-of-lab eating environment—e.g.,
a cafeteria, atrium, or conference room. One will be a week-long deployment of the system in a
participant’s home. From each deployment, we will gather quantitative and qualitative data on the
robot’s performance and participants’ experiences, and use it to assess steps for future work.

1.2 Approach: Community-Based Participatory Research

The entire proposed research agenda follows principles from community-based participatory re-
search (CBPR). CBPR is a method where academics researchers work equitably with community
members throughout all research stages, from ideation to dissemination [48; 130]. CBPR is rooted
in the belief that community members and academic researchers each bring unique skills, exper-
tise, and lived experiences to the team; for example, while academic researchers are familiar with
rigorous research methodologies, community members are familiar with the nuances of the prob-
lem, through lived experiences. Thus, addressing a community need requires an equitable part-
nership between academics and the community, which involves sharing power, resources, credit,
results, and knowledge [102; 85]. CBPR has been used in the health sciences for decades [59; 130],
and is increasingly used in assistive technology research [89; 81; 27; 71; 15].

All completed and ongoing work in this research agenda has been conducted in close collabo-
ration with two community researchers. These individuals helped define the research questions,
run the studies, design the robot-assisted feeding system, disseminate the results, and more.
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1.3 Robot-Assisted Feeding System Overview

Hardware: The robot-assisted feeding system we use in this work has been built over the years
by multiple generations of Personal Robotics Lab members, including myself. This fully portable
system (Fig. 1.4) consists of a 6-DoF robot arm mounted to a power wheelchair. The arm holds a
fork and has an on-board RGB-D camera and force-torque sensor. The camera is used to detect
bites of food and the user’s face. The force-torque sensor is used to determine when the fork has
contacted food and as a crucial safety measure to ensure the robot stops moving as soon as it
senses an unexpected force. The system also consists of a laptop and router, both mounted on the
back of the wheelchair. All system components draw power from the wheelchair, resulting in no
external cables required to run the system. “Resting”

“Staging”

“At Mouth”
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Figure 1.6: Key way-
points where the robot
waits. “Above Plate,”
“Resting,” and “Stag-
ing,” are fixed, whereas
“At Mouth” depends
on the perceived mouth
location. Green ar-
rows (right) shows pro-
gression when feeding
the user, and red (left)
when moving back for
another bite.

Software: The user interacts with the system through a web app (Fig. 1.5), that was co-designed
with the community researcher following the principles in “Ability-Based Design” [131]. The web
app invokes “actions,” or modular units of computation, on the robot arm. One such action is
“AcquireFood,” which takes as input a detected food item and moves the robot to acquire it with
its fork. Another such action is “MoveToStagingConfiguration,” which moves the robot arm to
a fixed “staging” configuration from which the user’s face should be visible. Other actions are
“DetectFace” and “MoveToMouth,” which are self-explanatory. In fact, the whole robot-assisted
feeding can be considered a state machine where one or more “actions” move the robot arm
between key stationary arm configurations or waypoints, shown in Fig. 1.6.

Under-the-surface, each “action” is a behavior tree [33] that computes the goal of the motion,
plans a collision-free path using RRT* [63] or a cartesian interpolator, and executes that path with
a joint trajectory controller [31]. Collisions are represented through simulated static objects—a
table, wheelchair, and expansive bubble around where the user would sit—and a dynamic map
with real-world obstacles perceived by the depth camera [56].

In addition to using the web app to invoke robot actions, the user can also use it to provide
inputs to the system (e.g., which bite they want), stop and restart robot motion, and customize the
robot. Users are able to use the web app with any assistive technology that they use to interact
with smartphones, tablets, and/or computers.

Additional system details, particularly focused on deployability, are presented in Ch. 6 (RQ4).

1.4 Roadmap

The remained of this document is structured as follows. Ch. 2 discusses key related works in
robot-assisted feeding and personal physically assistive robots. Ch. 3 presents the results of our
investigation into people with motor impairments’ needs and preferences for a robot-assisted
feeding system (RQ1). Ch. 4 presents the results of our investigation into generalizing the robot’s
bite acquisition (RQ2). Ch. 5 presents proposed work to make the system customizable to users’
needs and environments (RQ3). Ch. 6 presents ongoing work to make the system deployable and
my proposed evaluations of the system (RQ4). Finally, Ch. 7 presents the proposed evaluations
and timeline of this research agenda.
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Related Works

2.1 A History of Robot-assisted Feeding

Figure 2.1: A trained
monkey feeds a per-
son with motor impair-
ments. Reprinted from
Envisioning Access.

Figure 2.2: The More-
wood Spoon Lifter,
developed in 1974.
Reprinted from Ap-
pendix C of [104].

Figure 2.3: The Wins-
ford Feeder was sold
until at least the 2010s.
Reprinted from North
Coast Medical.

Figure 2.4: The Handy
1 was developed in
1987 to help a boy
with cerebral palsy
to independently eat.
Reprinted from [127].

Enabling people with motor impairments to eat independently has been a goal of research for
around 50 years, and has been covered in the following surveys [104; 124; 70; 2; 19; 91].

One of the early research directions in the 1970s involved training capuchin monkeys as ser-
vice animals to feed people with motor impairments [78] (Fig. 2.1), an effort that continued for
decades [53]. Also in the 1970s, an early robot-assisted feeding system, the Morewood Spoon
Lifter (Fig. 2.2), was developed. This portable system involved strapping a metal rod around the
user’s head, which they used to shovel food into the spoon and to press a switch that moved
the spoon from table-level to mouth-level. The US Department of Veterans Affairs (VA) clinically
evaluated this device with 16 people with quadriplegia and studied it during a 3 year home de-
ployment with one user [104]. This device was later renamed the “Winsford Feeder” (Fig. 2.3),
which was manufactured and sold as a commercial product until at least the 2010s [104; 91].

While the “Winsford Feeder” focusing on being portable, other systems focused on being
multi-purpose. Developed in the 1980s, the “Robot Arm Work Table” consisted of a desk with a
fixed robot arm and other tools mounted to it. The system was designed to enable people who
only have neck mobility to drive their wheelchair up to it and use the robot arm for a variety of
different tasks, including picking and hanging up the phone, typing on a computer, and eating
from a bowl. This system was deployed and clinically evaluated by the VA with 20 people with
quadriplegia, over up to a year, in environments as diverse as family home, a nursing home, and
a hospital [114]. Around this time, other stationary, multi-purpose robot-assisted feeding systems
were also being developed, such as the Handy 1 (Fig. 2.4), which was designed to help an 11 year
old boy with cerebral palsy eat, drink, brush his teeth, and more [127].

By the 2000s, multiple commercial products for robot-assisted feeding were on the market.
These include: Bestic, first developed in 2004 and sold in 2012 [76] (Fig. 2.5); Obi, first developed
in 2009 and sold in 2016 [9] (Fig. 2.6); Neater Eater, in development in the 1990s [84] and sold
in the early 2000s [54] (Fig. 2.7); My Spoon, in development in the 1990s and sold in 2002 [120];
the aforementioned Winsford Feeder; and more [2; 91]. These products are all table-mounted
and have the robot execute fixed trajectories to acquire food and move it to the user’s mouth.
They have undergone considerable user testing, including clinical evaluations, which have shown
positive results in terms of being able to eat a full plate of food [76], feeling more independent
and confident [69; 76], and having improved posture [69]. Despite the positive results, these
devices have struggled to achieve long-term adoption, with all but the Obi and Neater Eater being
discontinued. Some of the shortcomings include: being unable to acquire users’ desired food
items or acquiring too little food [119; 66]; dropping food [77]; and requiring precise positioning
of the user, sometimes resulting in strained muscles [94]. These shortcomings can be traced to

https://www.envisioningaccess.org/monkey-helpers-our-past/
https://www.ncmedical.com/wp-content/uploads/2011/07/Winsford-Broch_web_0611.pdf
https://www.ncmedical.com/wp-content/uploads/2011/07/Winsford-Broch_web_0611.pdf
https://www.camanio.com/en/welfare-technology/
https://meetobi.com/
https://www.neater.co.uk/
https://web.archive.org/web/20210517201523/https://www.secom.co.jp/english/myspoon/publication.html
https://web.archive.org/web/20150426234706/https://www.ncmedical.com/item_223.html
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an inability to autonomously sense and react to the environment, e.g., adapting the acquisition
strategy to perceived properties of the food, adapting the transfer motion to the face pose.

Figure 2.5: Bestic feeds
its founder, Sten Hem-
mingsson. Reprinted
from Bestic AB.

Figure 2.6: The Obi is a
commercial device that
has been sold in the US
since 2016. Reprinted
from MeetObi.

Figure 2.7: The Neater
Eater is a commercial
device that has been
sold in the UK for
around two decades.
Reprinted from Neater
Eater.

Figure 2.8: A care-
giver feeds a care re-
cipient in an assisted-
living center. Reprinted
from [16].

Contemporary research in robot-assisted feeding has largely sought to address the aforemen-
tioned shortcomings. Specifically, the systems currently being used in research typically have
more sensors than commercial systems—including RGB cameras, depth cameras, and/or force-
torque sensors—which they use to be more adaptive to the food, user, and environment. Modern
research systems take a variety of forms, including wheelchair-mounted robot arms [40; 18; 97],
table-mounted portable robot arms [118], table-mounted fixed robot arms [14], and mobile ma-
nipulator robots [100; 93]. Sec. 2.2 and 2.3 focus on these systems.

2.2 Formative Studies in Robot-assisted Feeding

A few formative works have studied participants needs and priorities when it comes to robot-
assisted feeding. Bhattacharjee et al. [16] conducted a contextual inquiry in an assisted-living
center, where they observed meals, showed care recipients and caregivers a video of robot-assisted
feeding, and interviewed them (Fig. 2.8). They synthesized several evaluation indicators for robot-
assisted feeding systems, including their technical function, technology robustness, information
gaps, usability, social acceptance, and system integration. Pascher et al. [101] observed partic-
ipants consuming a meal in their homes, had them experience robot-assisted feeding through
a virtual reality headset, and interviewed them. They present several recommendations for the
development of robot-assisted feeding systems, including that such systems should not involve
lengthy familiarization periods, should be compact and unobtrusive, and should allow users to
perform daily tasks being feeding. Finally, Kim et al. [65] conducted focus group interviews with
care recipients, caregivers, and doctors to understand their priorities for robot-assisted feeding.
One of their key findings was that each group has different preferences; for example, doctors and
caregivers want the robot to move twice as slow as care recipients do.

The work presented in RQ1 [89] adds to this space of formative studies by focusing on user’s
needs and priorities when it comes to robot-assisted feeding in social settings.

2.3 Technical Advances in Robot-assisted Feeding

Technical research often divides robot-assisted feeding into two main sub-tasks: bite acquisition
(Fig. 2.9) and bite transfer (Fig. 2.10). Within acquisition, prior works have focused on the robot’s
ability to acquire food with a fork [43; 52; 122; 121], spoon [110; 95; 58], chopsticks [133; 96], or
multiple tools [119; 100; 45]. Some of these works focus on the motion primitives a robot should
use to acquire food [52; 17; 40; 121], others focus on learning which motion primitives to use on
novel food items [43; 44], and yet others focus on chaining together motion primitives for more
complex acquisition (e.g., pushing food together before scooping it) [122]. The work presented in
RQ2 [42] adds to this by presenting a pipeline to learn motion primitives from human data.

Other works have focused on bite transfer. These works have investigated planning motions
that account for user comfort [13], learning from caregiver demonstrations [23], and revealing
the coupling between how a bite is acquired and how it can be transferred to the mouth [40].
Although most works have the robot arm stop a few centimeters in front of the user’s mouth,
some recent works have investigated in-mouth bite transfer [116; 61] (Fig. 2.11).

Finally, some works have extended beyond bite acquisition and transfer. Some focus on predict-
ing what food users want [60], others on detecting food [52; 38] and the user’s mouth [103], others
on predicting when users want a bite [97; 52], and others on detecting anomalies during feed-
ing [99]. Recent works have developed a simulation environments for caregiving tasks [134; 80].

https://www.youtube.com/watch?v=Zp6P3d2_9f8
https://meetobi.com/
https://www.neater.co.uk/neater-eater
https://www.neater.co.uk/neater-eater
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2.4 Deployments of Physically Assistive Robots

Figure 2.9: Bite acqui-
sition is the process of
acquiring a bite of food.
Reprinted from [38].

Figure 2.10: Bite trans-
fer is the process of
moving a bite of food
to the user’s mouth.
Reprinted from [40].

Figure 2.11: A robot-
assisted feeding sys-
tem feeding a user in
their home. Reprinted
from [61].

Figure 2.12: Canal et
al. allowed users to
customize the robot’s
speed and how close
it got to their mouth.
Reprinted from [25]

Beyond robot-assisted feeding, we may be able to draw relevant insights from the broader field of
personal physically assistive robots for people with disabilities. The state-of-the-art in physically
assistive robotics research has been presented in multiple survey papers, including [90; 86; 98; 32].
In this section, we focus on works that deployed their physically assistive robots, since in-the-wild
deployments provide important research insights [62] and have proved crucial to translating past
robot-assisted feeding systems from research to product (Sec. 2.1).

Within the realm of robot-assisted navigation, one work allowed blind visitors to a museum to
use a robot and associated app to freely explore the museum for 1.5 hours [64]. Another gave a
robotic walker to a blind user, allowing them to freely use it, without researcher intervention, for
2 months [47]. Within the realm of assistive teleoperation, one work demonstrated that a person
with quadriplegia was able to teleoperate a robot in his house to shave himself [51]. Another
work deployed a robot in a user’s home for 4 weeks, with researcher presence, and found that
he was able to use a teleoperation interface to feed himself, scratch an itch, and play cards [93].
Within the realm of robot-assisted feeding, one study deployed a table-mounted feeding robot in
a user’s home for 5 days [119], whereas another had a wheelchair-mounted robotic system feed a
participant one meal in their home [61] (Fig. 2.11). Notably, there is space for longer deployments
and deployments where users freely use their wheelchair-mounted robot-assisted feeding system
without researcher intervention. This motivated RQ-Thesis.

A common technique to achieving robust robot deployments in human-robot interaction (HRI)
is relying on humans-in-the-loop. This includes a mobile robot asking bystanders for help to press
the elevator button [112], asking dedicated helpers to put it back on its charger [126], or asking
for suggestions on how to improve at its task [74]. This insight informed our approach to ??.

2.5 Customization in Physically Assistive Robots

Several of the aforementioned formative studies (Sec. 2.2) found that users have a variety of needs,
preferences, and contexts of use, all of which the robot must be able to customize to. In fact, Nick-
elsen [94] found that users and caregivers inevitably tinker with assistive technology to get it to
work for them and, if unable to, stop using the technology. However, despite the importance end
users and caregivers place on customizability, considerably fewer research papers focus on pro-
viding customizability, either in robot-assisted feeding system or in personal physically assistive
robots in general.

Of the systems that do allow customization, some focus on customizing the user interface [107;
105; 10; 30]. Others focused on allowing users to customize the level of autonomy the robot
exhibited [135; 108]. Yet others focused on enabling users to customize task-specific functionality,
such as Canal et al. [25] which found that users’ satisfaction with robot-assisted feeding increased
when they were able to customize how close the robot got to their mouth and its speed (Fig. 2.12).
In terms of when customization takes place, some works allow the user to customize the system
during execution [135; 105], while others have a calibration phase before execution where users
customize the system [10; 30; 8; 25].

Most existing works focus on customizing single-dimensional parameters. To the best of our
knowledge, RQ3 is the first that focuses on users customizing entire arm configurations, which is
a 6-dimensional parameter that impacts the motion the robot-assisted feeding system takes.
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Understanding Users’ Needs (RQ1)

This chapter presents the first research foci: conducting formative research to understand the
problem and design space for robot-assisted feeding. Specifically, we focus on the following:

RQ1 What challenges do people with motor impairments face during dining, and how should a
robot-assisted feeding system be designed to address those challenges?

BURDEN

SELF-CONSCIOUS

PRESSURE

(D) “If a caregiver’s holding 
a fork in front of my 
face…I feel like it's 
pressuring…[I need 
to] rush to chew and 
then take the next 
bite.” - P9

(E) “I feel like the other 
person doesn't eat 
comfortably because 
they have to be 
feeding me and then 
they have to take a 
bite” - P2

(F) “When I'm around 
friends, sometimes I 
feel a bit bad. I have to 
keep [saying], 'mom, 
can I have a bite of my 
food.' It's a distraction 
to get someone to 
remember me” - P9

(A) “There are sometimes 
people who are not 
used to seeing the 
situation, they stare 
and make you feel 
uncomfortable.” - P4

(F) “If I want to eat to the 
point where I don't feel 
hungry, it would take 4 
times longer than 
them. I don't want that 
to happen, so I need to 
eat less, and when I 
get back home I need 
to eat again” - P10

(A) “I end up doing the 
open mouth [cue] with 
caretakers... Which I 
don't love doing if I'm 
out at a restaurant just 
sitting there with my 
mouth open.” 

- P9

(B) “Nobody can do 
feeding better than my 
parents. So if I want to 
eat with others, I for 
sure need one of them. 
And sometimes you 
can't really go with 
parents to some 
events.” - P10

(C) “I'd have to tell [my 
caregiver] how to do 
things. ‘Not that much', 
‘Little more,' personal 
cues and directions. It 
would just take up all 
the conversation.” 

- P1

Figure 3.1: Negative
emotions participants
felt during social din-
ing. Full figure in [89].

Although there is prior formative research in robot-assisted feeding (Sec. 2.2), one aspect that has
been under-studied is social dining. Social dining has been shown to have biological, psycho-
logical, and cultural benefits for those who engage in it [73; 82; 128; 28; 41; 115]. Unfortunately,
people who rely on caregivers to eat are often excluded from the benefits of social dining, with
shared meals being less about socialization and more about functionality (e.g., meal prep, food in-
take) [87; 79]. While some summative studies have touched upon specific aspects of the social
dining, such as when to feed the user [97], to the best of our knowledge there has not been a
comprehensive formative study into users’ needs and priorities for robot-assisted social dining.
To address this gap, we approach RQ1 from the perspective of social dining, by focusing on
how participants might use their robot-assisted feeding system in social settings, and on how
their feeding experiences differ between individual and social contexts.

3.1 Methods

We interviewed n = 10 participants, primarily from the community researcher’s connections. The
inclusion criteria were to have a permanent motor impairment and rely on a caregiver to be fed.

The interview consisted of two stages. First, we discussed participants’ current social dining
routines. Second, we watched videos1 (Fig. 1.1) that showcased various features of the robot-

1 https://youtube.com/playlist?
list=PLv0SEVdRS7GqvB1eWG
UrEvMwfNgdcbuMt

assisted feeding system in social settings and discussed participants’ preferences over those fea-
tures. The community researcher helped design the videos and lead the interviews.

We used thematic analysis [117] to analyze video recordings from the design interviews. To
develop the codes and themes that emerged from the data, two researchers independently coded
each interview recording and performed calibration exercises to ensure consistency [68]. The full
publication [89] and supplementary materials [6] contain more details on the methods: participant
demographics, interview questions, video descriptions, etc.

3.2 Results

Participants faced repeated challenging experiences that led them to prefer not to eat socially. “I
don’t like it. I’ll arrive and be like ‘nope, I’m good, I already ate’... A lot of people eat out for enjoyment. For
me, eating is a necessity, I don’t do it for fun.” (P1). Fig 3.1 provides an overview of these challenges.

https://youtube.com/playlist?list=PLv0SEVdRS7GqvB1eWGUrEvMwfNgdcbuMt
https://youtube.com/playlist?list=PLv0SEVdRS7GqvB1eWGUrEvMwfNgdcbuMt
https://youtube.com/playlist?list=PLv0SEVdRS7GqvB1eWGUrEvMwfNgdcbuMt
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One challenge participants experienced was caregivers’ lack of consistency in meeting their
needs, because different caregivers feed them differently. Some feed too fast, causing pressure
(Fig 3.1D), while others feed too slowly, causing frustration. Some offer bites that are too large,
a choking hazard, while others’ are too small: “One day my dad’s shoving half a chicken down my
throat, the next a nurse is cutting the tiniest pieces; I’m like: ‘I’m gonna be here for centuries!”’ (CR).
To cope, some participants rely on a few consistent caregivers to feed them but felt that it can
be inappropriate to bring specific caregivers to some social events (Fig 3.1B). Importantly, users
seek both customization and consistency in their feeding experience; while select caregivers
can provide a customized feeding experience, the reality of multiple caregivers precludes then
from having a consistently customized experience. A customizable robot-assisted feeding system,
which we focus on in RQ3, can achieve both.

“I'd totally use [eye gaze], but 
not if I have to put an extra 
device on myself. We already 
have enough devices.” (P1) 

“If I could feed my kid with 
it, that would be super 
useful.” (P8) 

“It's a novelty to be able  
to share food…First date, 
that would be interesting.” 
(P7) 

“I would love that, even if [the 
robot] could just get the 
napkin close to my face, I 
could rub my face on it.” (CR) 

“If I want desserts [the robot 
should be] able to remove 
the plate, or put another 
plate on top.” (P8) 

“It would be really subtle, no 
one would even notice if I 
pressed a button.” (P1) 

“If you can't open your mouth 
you can't eat. So [mouth 
open] is for everyone.” (P3) 

SUBTLETY 
The robot should 
be discrete and 
unnoticeable.  

MINIMALISM 
The robot should  
be compact and 
part of the user’s 
assistive tech 
ecosystem. 

RELIABILITY 
The robot should 
be consistent and 
error-free.  

INTEGRATION 
The robot should 
integrate meal 
tasks beyond 
feeding. 

“If the table is noisy, then 
[I’d use] mouth open. If it's 
not too noisy, then [I’d use] 
verbal.” (P6) 

H. 

D. 

“I'm not too fond of  
[automatic bite initiation]. It's 
restrictive. By giving the robot 
the command, you are 
controlling the robot.” (P6) 

E. 

“For me, I don't mind the 
robot doing a lot of the 
thinking, with the exception 
of selecting what food I 
eat.” (CR) 

F. 

“If it was at a soccer game 
where [my wife] was sitting 
next to me, the side-resting 
position could be in her 
way, in front of her face.” 
(P8) 

B. 

H. 

I. 

J. K. L. 

“If it can't get it on the first 
try, it’s still on the plate, [the 
food’s] not on me. If it drops 
it on the way that would be 
worse.” (P1) 

A. 

“I want everyone  
to just see me, not see me 
behind a feeding device.” 
(P9) 

C. 

P. 
INTERACTIVITY 
The robot should 
be able to interact 
with others. 

INCLUSIVITY 
The robot should 
accommodate a 
user’s 
impairments. 

“In a perfect world, I'd be able 
to choose how much food it 
gives to me [in a bite]. 
Choking is a huge hazard.” 
(P8) 

CUSTOMIZATION 
The robot should 
be adaptable to 
contexts and user 
needs. 

B. 

“Every person is different. 
The way we sit, the way we 
eat, we have our own 
positions and height. This 
robot, they'd have to 
customize it.” (P3) 

G. 

CONTROL 
The robot should 
defer high-level 
decision making to 
the user. 

“When it's something as 
delicate as 'if this messes up I 
can get impaled,' it would be 
good to have a backup 
safety mechanism.” (P8) 

D. 

Figure 3.2: Three of the
eight design principles
for robot-assisted feed-
ing. Full figure in [89].

Participants also faced challenges due to a mismatch between environmental factors and
their needs. One user needed to tilt his wheelchair to regulate blood pressure and was constantly
concerned: “Am I going to... tilt back and crash into a waiter?” Others adjust how they sit, making it
difficult to interact with others: “My chair is oversized, so I don’t fit going straight into a table. I have
to sit sideways.” (P4). This reveals the importance of the robot-assisted feeding system working in
a variety of environments, which we also address through customizability in RQ3.

3.2.1 Design Principles

Across participants, several common themes emerged as to why they prefer certain robot features
over others. These themes (Fig. 3.2) should guide the design of robot-assisted feeding systems.

Participants wanted a robot-assisted feeding system that works reliably, without errors. This
includes errors feeding the user—such as dropping the food (Fig 3.2A) or colliding with the
user (Fig 3.2D)—as well as errors given the social context—such as blocking the user’s view of
their conversational partner (Fig 3.2C) or infringing on their neighbor’s personal space (Fig 3.2B).
Note, however, that although participants expected the robot to complete its tasks reliably, they
did not expect it to do every task involved in feeding them a meal. For example, participants
were willing to have a caregiver cut their food into bite-sized pieces and then have the robot feed
them: “I haven’t a problem having my wife cut up my food and I say ’give me a bite’ and [the robot] picks
up whatever is available. The problem that we are solving with this is relying on someone sitting next to
me for the entire meal giving me spoonfuls of food” (P8).

Participants also want control of their robot; they want to decide when and what the robot
feeds them (Fig 3.2E-F) and to have supervisory control to stop the robot at any time (Fig 3.2D).
However, there are limits to how much control the user wants; notably, users did not want low-
level control over the robot’s bite acquisition motion, and those who had tried to teleoperate a
robot to acquire a bite found that it took them anywhere from 5 − 40 minutes for a single bite.

These insights on reliability and control inform ??’s focus on the system working reliably with-
out researcher intervention, and our approach to achieving it via human-in-the-loop control.

Finally, participants emphasized the importance of customizing the robot-assisted feeding sys-
tem to everyone’s needs (Fig 3.2G) as well as the different environments people eat in (Fig 3.2H).
This motivates our focus on customization in RQ3.



4
Generalizing Bite Acquisition (RQ2)

This chapter presents the second research foci: expanding the space of food items the robot can
acquire to cover the foods a user may want to eat. Specifically, we focus on the following:

RQ2 How can a robot-assisted feeding system feed users the large variety of food items they want
to eat?

Given participants’ willingeness to have a caregiver cut their food (Sec. 3.2.1), we narrow our
focus to bite-sized foods. This also aligns with the robot-assisted feeding system (Sec. 1.3),
which uses a single fork and can’t cut many food items. We contribute a pipeline to learn bite
acquisition actions (e.g., skewer, scoop, twirl, etc.) from human demonstrations. We then use that
pipeline to learn to acquire the foods our community researcher eats in a week: bready items like
bagels and pizza, heterogenous items like sandwiches rice and beans, gelatenous items like jello,
and stringy items like noodles. Additional details can be found in the full publication [42].

4.1 Acquisition Action Schema

+Z

+Y
+X

Food Frame

Approach 
Vector
(ϕ, θ)

Fork 
Orientation

SO(3)

Extract

+Z

+X

+Y

Approach 
Frame

+Z

+Y

+X

Utensil 
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Twist + 
Duration
(R6 x R)

Grasp

Approach

Figure 4.1: The action
schema consists of
an approach, grasp,
and extraction motion.
Robot motions are
in orange. Reference
frames are represented
as three-color axes with
X in red, Y in green,
and Z in blue.

Although previous work [17] qualitatively captured a taxonomy of human bite acquisition tech-
niques with a fork (e.g., skewering, scooping, twirling, wiggling, etc.), they did not provide a
quantitative representation that the robot can execute. Thus, we begin by defining a parame-
terized schema to represent acquisition actions. The design of this schema was guided by three
goals: (a) the schema should cover the acquisition actions qualitatively described in [17]; (b) sim-
ilar actions in the schema (e.g., skewering with vertical tines) should be close under some metric
(e.g., Euclidean), to make it easier to discover novel actions; and (c) the motion should be agnostic
to environmental factors like food orientation or table height.

Fig. 4.1 shows the schema, which is divided into three phases: Approach, Grasp, and Ex-
traction. Approach encapsulates the initial motion into the food. Specifically, it consists of a
straight-line motion from an initial fork pose to a target offset point within the food (e.g., in the
center of the food item, 1cm below its surface). Grasp encapsulates the in-food manipulation,
such as twirling noodles or scooping rice. Specifically, it consists of the robot executing a twist
(linear and angular velocity) for a fixed duration or until it experiences a force or torque beyond
a threshold. Finally, Extraction encapsulates the motion to lift the food out of the plate, and is
also defined with a twist and duration. In total, this acquisition schema consists of 25 parameters
(9 for acquisition, 9 for grasp, and 7 for extraction), the full details of which can be found in [42].
To ensure the action is agnostic to factors such as food orientation and table height, all motions
are defined relative to the perceived bounding ellipsoid aroudn the food. Thus, even if the food is
rotated or the plate is in a different position, the robot’s executed action should still be the same
relative to the food item.
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4.2 Gathering Human Data

Although the 26 dimensional action schema is large, we hypothesized that only specific points
(acquisition actions) within this schema will be commonly used to acquire food items. To identify
those points, we had n = 9 able-bodied participants acquire a variety of food items and feed them
to an actuated mouth. We selected 13 items based on the aforementioned foods the community
researcher ate in a week. Each participant was given a plate with multiple bites of each food item,
and requested to use a fork to acquire the item and move it to an actuated mouth. The fork had
motion capture markers to track its position over time and the same force-torque sensor as the
robot arm (Fig. 1.4) to gather haptic information. An RGB-D camera was also mounted above the
plate. All-in-all, the dataset consists of 496 bite acqusions and can be accessed at [88].

4.3 Learning Robot Acquisition Actions

For each bite acquisition trial, we extracted an analogous motion within the acquisition schema.
First, we computed the food frame by segmenting the bite that the fork first contacted. Second,
we determined the timestamps delineating approach, grasp, and extraction by identifying peaks
in the force and the robot’s height above the table. Third, we computed the approach, grasp,
and extraction parameters by linearly interpolating between waypoints between the respective
timestamps. Finally, we ran k-medoids, sweeping k from 4-61, on the extracted actions. We
selected k = 11 actions, as that was the elbow point of the curve.

Figure 4.2: The learnt
acquisition actions can
acquire food items as
diverse as lettuce, cut
sandwich pieces, jello,
and mashed potatoes
(top-bottom) with at
least 80% success rate.

4.4 Evaluation

We evaluated our system by selecting 14 food items—with 5 contained in and 9 not contained
in the training dataset—and assessing the robot’s success rate at acquiring the food items. The
target success rate was 80%, since prior work found that usersare willing to tolerate up to 20%
acquisition failures [18]. We conducted evaluations to investigate the following hypotheses:

1. Coverage: For each food item, at least one action in the set will achieve ≥ 80% success.

2. Learnability: Using a state-of-the-art online learning framework [44], the robot will be able to
converge to action(s) that have ≥ 80% success within 11 attempts.

With regards to the first hypothesis, testing every action on every food item 10 times (1960
trials) revealed that for every food item but spinach there is at least one action that obtains ≥ 80%
success. Spinach, due to its thinness, fell off the fork more often, achieving 70% success. However,
note that people often each spinach as part of a salad, where multiple leaves on top of each
other might address the issue. The acquisition actions, which were learnt using unsupervised
techniques, exhibited a variety of emergent behaviors that contributed to their success including
in-food wiggling, tilted tines during extraction, and using vertical tines for high force. Finally, they
performed equally to or better than the baseline actions from [38] on every food item; notably, the
baseline actions were never able to acquire jello or spinach, whereas the learnt actions acquired
them 70% and 100% of the time, respectively. This mostly proves the first hypothesis.

With regards to the second hypothesis, we ran rollouts of the LinUCB algorithm with post-hoc
haptic context [44], where the robot started out with a uniform distribution over actions. Across
food items, the robot converged to ≥ 80% success rate within 8 rounds (e.g., 1 acquisition attempt
each of 8 different pieces of that food). With each acquisition taking approximately 30 seconds,
this reveals that the robot should be able to learn how to acquire a previously unseen food item
with around 5 minutes of online training, for example through a pre-meal calibration phase. This
proves the second hypothesis.



5
Customizing to Users and Environments (RQ3)

This chapter presents the fourth research foci: empowering users to customize the system to their
needs, preferences, and environments. Specifically, we focus on the following:

RQ3 How can a robot-assisted feeding system customize to users’ needs and environments?

Without customizing to the user and their environment, the robot will not work for many users.
If the robot does not get close enough to the user’s mouth, from a direction they can chew from,
it will be unusable. If the user has an oversized wheelchair and has to sit sideways relative to
a table, but the robot expects the plate to always be in front of it, the system will be unusable.
Canal et al. [24]’s taxonomy illustrates the wide variety of user preferences, and Table 5.1 presents
customization goals specific to robot-assisted feeding (from RQ1 results).

A common approach to customization has the robot collect inputs—e.g., feedback, demonstrations—
from users and learn the parameters of robot behavior that it thinks will align with those user
preferences [20; 55; 106; 36]. We refer to this as robot-driven customization, because the mapping
from user inputs to a robot parameter update is done by the robot. While these approaches have
shown good performance in learning customized robot behavior, prior work has found that users
feel frustrated when they are unable to change the robot behavior in the way they desire, or when
there isn’t sufficient transperancy into how their input will change robot behavior [7; 106; 21].

Our key insight is that users are the experts at what they want; by providing intuitive knobs
to modify robot parameters, we can empower them to directly customize their robot-assisted
feeding system. We refer to this as user-driven customization, because the user directly modifies
the parameters of robot behavior. The key challenges of developing user-driven customization
approaches are: (1) identifying robot behavior parameters that are expressive enough to capture
diverse user preferences, while not being so extensive that they are unintuitive; and (2) providing
sufficient transparency into parameters to enable users to make informed customization decisions.

In this chapter, I propose developing and comparing the tradeoffs between user-driven and
robot-driven approaches to customizing the robot-assisted feeding system.

Table 5.1: A non-
exhaustive list of user
needs, preferences,
and environmental
factors that motivate
customization.

Needs Preferences Environment

User can only move their head a
certain distance to the fork

User wants the robot to (not) occupy
their visual field

User’s wheelchair is tilted relative to
the table/plate

User must be fed from one side of
their mouth

User wants the robot to take “natural”
configurations

User is being fed in-bed, in a different
relative position to the robot

User needs small bites to prevent
choking

User wants the robot (not) to
automatically move to their mouth

User wants the robot to not block the
TV or social dining companion(s)

. . . . . . . . .
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User-Driven CustomizationRobot-Driven Customization

(a)

model captures user preferences

model does not captures user preferences

(b)

(c)

unexpressive settings menu❌ ❌
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(d)

expressive & intuitive settings menu

(e)

expressive & unintuitive settings menu

Space of all robot programs, F(Θ)

Space of of programs that the user can reach 
using the settings menu, F(Θmenu)

The initial program, θ0

A new program, F(θt+1), that is selected by the 
robot for the user to try.

A new program, F(θt+1), that is selected by the 
user to try.

The set of programs that sufficiently align with 
user preferences, F(Θ*)

Legend Figure 5.1: A visual
representation of
the framework for
customizing robot
behaviors (Sec. 5.1).
(a) and (b) repre-
sents robot-driven
customization where
the model doesn’t
and does capture user
preferences, respec-
tively. (c) and (d)
represents user-driven
customization where
the settings menu
is unexpressive and
expressive but unintu-
itive, respectively. (e)
represents user-driven
customization where
the settings menu is
both expressive and
intuitive.

5.1 Problem Formulation: Customizing Robot Behavior

We formalize the problem of customizing robot behavior as a parameter search problem. Specifi-
cally, consider a parameterized family of programs that complete the feeding task F(θ) = fθ . For
each user and context of use, there will be some parameter setting(s) that sufficiently align with
the user’s preferences, e.g., Θ∗ = {θ ∈ Θ | h( fθ) ≥ η}, where h( fθ) represents how much the
program fθ aligns with the user’s preferences, η is a minimum threshold of preference alignment
that must be satisfied for the user to want to use the program. The problem of customizing a robot
program involves finding a parameter θ∗ ∈ Θ∗ that sufficiently aligns with user preferences.

Robot-driven customization typically requires an explicit model of user preferences, e.g.,
h( fθ |w) = w · Φ( fθ) where the featureizer Φ extracts quantitative features from the program
and the weights w represent the user’s preference over those features. Robot-driven customiza-
tion then seeks to learn the w that most aligns with user preferences, based on the the user’s
inputs (e.g., feedback or demonstrations). The benefit of this approach is that, by having an ex-
plicit model of user preferences, we can use standard optimization techniques to learn that w. The
challenge is finding a featurizer Φ that represents the features users care about and a model h that
represents how users care about those features. If a user’s preferences are not captured in that
explicit model, the system may be unable to find a program that aligns with their preferences.

User-driven customization gives the user access to a subset of parameters Θmenu ⊆ Θ, for
example through a settings menu, and allows them to freely tune parameters until they find one
that aligns with their preferences, i.e., θ∗ ∈ Θ∗ ∩ Θmenu. The benefit of user-driven customization
is that we no longer need an explicit model of users’ preferences; users can use any internal model
to assess how well fθ aligns with their preferences. The challenge is finding a set of parameters
Θmenu to expose to users that is: (a) expressive enough to capture diverse users’ preferences, i.e.,
Θ∗ ∩ Θmenu ̸= ∅ across all users; and (b) intuitive enough to tune, i.e., when users experience a
program fθt they must be be able to identify a new parameter value θt+1 such that fθt+1 better
aligns with their (internal) model of preferences i.e., h( fθt+1) > h( fθt).

Fig. 5.1 illustrates this framework, as well as best- and worst-case scenarios of both robot-driven
and user-driven customization1. The desirable scenarios in both robot-driven and user-driven 1 This framework also

allows us to represent
shared customization,
which is beyond the
scope of this chapter.

customization, Fig. 5.1b and e respectively, are ones where the final program aligns with user
preferences and the path to get there is short and convergent.
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5.2 What to Customize?

I propose focusing on two aspects of customization, that cover many scenarios in Table 5.1.
First, I propose allowing users to customize their bite transfer experience, which is crucial to

ensure the user is able to eat the bite from the fork. Our robot-assisted feeding system’s bite
transfer is defined by two parameters: (a) the 6D “staging configuration” from which the user’s
face is visible (Fig. 1.6) and (b) the distance to the mouth the robot should stop at. A bite transfer
is a straight line (cartesian) motion from the staging configuration to a point that far from the
mouth. Thus, by customizing these two parameters, users can fully specify their desired bite
transfer, based on whichever customization goal (e.g., in Table 5.1) is most relevant to them.

Second, I propose allowing users to customize the system’s assumptions about the relative
positioning of the user, plate, and robot. Two configurations are conditioned on these positions:
the “staging” configuration from which the user’s face must be visible, and the “above plate”
configuration from which the plate must be visible (Sec. 1.3). Thus, allowing the user to customize
these configurations should allow the system to work with a variety of relative positionings.

Given the importance of customizing the robot arm’s key configurations, we will focus on that
for the remainder of this chapter.

5.3 How to Customize?

I propose developing a user-driven and robot-driven method for customizing configurations, and
evaluating their tradeoffs in a user study. Whereas the “above plate” configuration has only func-
tional constraints (i.e., the plate must be visible), the “staging” configuration has both functional
and user preference constraints (e.g., the face must be visible and the in-mouth motion must align
with user preferences). Thus, I’ll focus the user study on customizing the staging configuration.

5.3.1 User-Driven Customization

Nickelsen [94] found that users and their caregivers invariably tinker with their assistive robots
in order to get it to work for their needs and environments, and stop using the technology if it
that cannot be achieved. Thus, we focus on designing user-driven customization interfaces that
facilitate such tinkering, by following the “Designing for Tinkerability” framework [109]. For
example, the user-driven customization interface will provide “immediate feedback” by allowing
users to try the robot motions that result from their parameter choice(s). It will also support
“fluid experimentation” by giving users intuitive control to search through the parameter space
and transparency into the technical constraints that inform parameter selection.

Specifically, to allow users to customize the staging configuration, I propose providing them
an in-app cartesian teleoperation interface to move the robot to a desired configuration. I also
propose transparently exposing the technical constraint for this configuration to the user, by
showing them the camera feed overlaid with the results of face detection. That way, the user can
move their head through the range of poses they expect to be in during feeding and verify that
face detection works from that staging configuration. Finally, I propose having a “Try It” button
that enables users to experience a motion between that staging configuration and their mouth.
Designed in this way, I believe users will be able to intuitively identify the staging configurations
that aligns with their preferences and position relative to the robot.

Although not the focus of the user study, customizing how close the robot gets to the user’s
mouth is nonetheless necessary to allow users to fully customize the bite transfer. Thus, while
customizing the staging configuration users will also be able to specify the distance to their mouth,
for example with buttons or a text input to increase accessibility [26].
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5.3.2 Robot-Driven Customization

Overview: I propose developing a robot-driven customization approach based on active learning
from human feedback, a popular technique in HRI for learning models of user preferences [20;
106; 36]. Specifically, the robot will move to a staging configuration, optionally allow users to
try the motion between the staging location and their mouth, and then ask users whether they
like it or not. The robot will use that binary feedback to update its belief over which staging
configurations the user prefers, and use that to inform the next staging configuration it tries.

Featurization: As mentioned in Sec. 5.1, a chief challenge in robot-driven customization is
modeling the features Φ that influence user preferences. To do so, I ran an online pilot study
that showed participants a variety of configurations the robot arm might be in and asked them
qualitatively describe the robot and how it made them feel. n = 11 users participated, and the
results revealed key features that impact users’ preferences: whether the robot is centered on their
mouth, how much of their visual field the robot occupies, how high the robot arm is relative to
their face, whether the arm’s bend in anthropomorphic, and more. I propose quantifying each of
these (as in [22]) and using that to compute the features Φ of the proposed staging configuration.

User Preferences Model: I propose using a linear model of user preferences h( fθ |w) = w ·
Φ( fθ), as this is commonly used in HRI [11; 92]. Then, the probability of a user saying that they
like a staging configuration is P(yt = 1) = σ(h( fθt)) where σ is the standard logistic function.

Belief Over User Preferences: I propose maintaining a multi-variate Gaussian belief N (w|µ, Σ)
over the user’s preference vector w. Because we model feedback as the logistic of user preferences,
there is no analytic solution for the posterior, so I propose using Laplace Approximations [72].

Learning Algorithm: I propose using Thompson Sampling [113], since it allows us to start
with an informed prior and personalize it per user. Depending on the complexity of the feature
space, we may not be able to analytically compute the staging configuration that optimizes the
current guess of user preferences. Thus, I propose sampling staging configurations from which
the user’s face is visible and determining which of those optimizes the guess of user preferences.

5.4 Proposed User Study

Overview: I propose a user study comparing user-driven versus robot-driven customization of
the robot’s staging configuration. Specifically, participants with motor impairments will use both
the robot-driven and user-driven customization systems, in a counter-balanced fashion.

Metrics: For each, I’ll measure how long it takes them to reach a sufficiently-customized con-
figuration. As in other studies on customization [129], I’ll also ask users to rate their subjective
experience such as how customized they feel the system is. Additionally, at multiple points while
they are customizing the robot, I’ll measuring their cognitive workload using the NASA-TLX [50].
Finally, I’ll gather qualitative insights about users’ perceived tradeoffs between the two through a
semi-structured interview.

Hypotheses: I hypothesize that user-driven customization will result in a shorter time to cus-
tomize the robot’s behavior, and higher perceptions that the robot’s behavior is customized to
them. Further, robot-driven customization will result in lower overall workload but higher levels
of frustration on the NASA-TLX, since users may get frustrated at how the process of mapping
their feedback to parameter updates is opaque to them.
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System Development & Evaluation (RQ4)

Nominal Sce-
nario: a scenario
where everything
involved in system
execution, includ-
ing the user, robot,
and environment,
proceeds “accord-
ing to plan” [83].

Off-Nominal Sce-
nario: a scenario
where something
involved in sys-
tem execution,
including the user,
robot, and envi-
ronment, does not
proceed according
to plan [39].

This chapter presents the 4th research foci: designing a deployable robot-assisted feeding system.

RQ4 How can we take a functional robot-assisted feeding system and make it deployable?

This research question was motivated by the observation that the space of personal physically
assistive robots for people with disabilities has few in-the-wild deployments, with notable ex-
ceptions being [46; 64; 93; 61]. This is despite the increasing awareness in HRI that human
perceptions of and interactions with robots in-the-wild often differs from those in-the-lab [62].
Part of the reason we see few deployments is that deployments introduce a multitude of off-
nominal scenarios—scenarios where the user, robot, or environment behave differently from the
system developers’ expectations. Making a robot system that can work reliably in these many
off-nominal scenarios is challenging, presenting a barrier deployability. Thus, I believe there is
space for a research contribution focused on the key system design decisions that enable one to
take a functional system and make it deployable, which I focus through robot-assisted feeding.

In this chapter, I present key insights for taking our robot-assisted feeding system from a
functional to a deployable state (ongoing work), and evaluations to assess system deployability.

6.1 Insight #1: Users Can Resolve Off-Nominals, Given Control & Transparency

In order to design a system that is robust to off-nominal scenarios, we must first understand
those off-nominal scenarios. Thus, we worked with the community researcher who led the RQ1

interviews to enumerate off-nominals that can arise during robot-assisted feeding. This resulted
in over 50 off-nominal scenarios, some of which are shown in in Table 6.1. These include situations
where the user wants the robot to deviate from its typical behavior (e.g., the user is about to sneeze
so wants the robot to wait), situations where the robot fails to do an autonomous behaviors (e.g.,
detect the user’s face), and situations where the real environment does not align with the robot’s
assumption (e.g., the user and robot are angled with respect to the plate).

Recall from RQ1 that users want control over their robot-assisted feeding system: e.g., “If I’m
ready to eat and then someone starts talking to me, I’d want to [have the robot] wait until that person

Table 6.1: A non-
exhaustive list of off-
nominal scenarios that
can arise during robot-
assisted feeding, and
whether they are pri-
marily caused by the
user, robot, or environ-
ment.

User Robot Environment

User no longer wants the bite Robot collides with object Food falls off of the fork
User cannot eat (e.g., is coughing) Robot fails to perceive bite Plate moves (e.g., caregiver serves food)

User takes a partial bite Robot fails to acquire bite Local area network fails
User clicks unintended button Robot stops far from face Device running the web app fails

. . . . . . . . .
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Figure 6.1: An
overview of the
robot-assisted feeding
system’s nominal state
machine. Note that
this doesn’t show
off-nominal states
e.g., when the user
preempts an action.

finishes” (P1). Users were articulating a desire to have control of their robot-assisted feeding sys-
tem because they expected off-nominal scenarios to arise, and wanted the ability to navigate the robot
through those off-nominals in the way they wanted. We draw upon this insight, by focusing on em-
powering users to navigate the robot through off-nominal scenarios back to nominal functioning.

6.1.1 A Software Architecture That Puts Users in Control

Providing high levels of user control starts with the software architecture. We architected our
system so that the web app, not the robot, is in charge of system execution. Specifically, the robot
code consists of modular ROS2 actions1, such as “MoveAbovePlate” and “DetectFood,” which 1 An action takes in a

goal from the client, ex-
ecutes that goal asyn-
chronously while send-
ing feedback back to
the client, and then re-
turns a result. It also
allows the client to pre-
empt the action at any
time.

the web app invokes. Each robot action only executes the specified behavior, and then returns to
the web app. And then the user, through the web app, decides what action to invoke next. This
architecture, shown in Fig. 6.1 ensures that no robot motion action will be executed without the
user’s explicit invokation, and that the user can preempt execution of an the action at any time.

6.1.2 A Web App That Provides Control & Transparency

Staging

Resting

Plate

Resume

Figure 6.2: A
proposed post-
preemption screen.

Supervisory Control: The software architecture provides users the supervisory control [12] to
stop robot actions, but what they want to do afterwards can vary. For example, say the user
preempts the robot while it is approaching their mouth. From here, they may want it to resume
(e.g., if they were about to sneeze), move to the resting configuration (e.g., if they got pulled into a
conversation), or move above the plate (e.g., if the food fell off). The system cannot autonomously
detect what the user wants it to do, so we must provide the user the option to decide (Fig. 6.2). In
other words, although the system has a nominal flow through its state machine (Fig. 6.1), providing
users high flexibility to break that flow allows them to respond to a variety of off-nominal scenarios.

Transparency: Providing users supervisory control allows them to address off-nominal sce-
narios that they can detect. However, empowering users to address off-nominals due to technical
components of the system requires providing them transparency into those system components. For ex-
ample, if the robot is approaching an object it might collide with, the user needs an transparency
into how soon the robot will stop in order to decide whether to preempt it. We provide that
transparency through a progress bar showing remaining robot motion (Fig. 6.1). As another ex-
ample, if the F/T sensor loses WiFi connection, the user needs to know that so they can reboot it.



20 amal nanavati

Ongoing work is focusing on rendering the status of all system components, hardware and soft-
ware, to the user, and providing them controls to restart those system components. Importantly,
transperancy and control are two sides of the same coin for empowering users to resolve off-nominals:
they need the transparency to understand the problem and the control to address it.

Fallback Manual Control: Although the above cases give users supervisory control, all robot
perception, planning, and controls is still handled by robot actions. However, if those actions
repeatedly fail, providing users the option of fallback manual control can help. For example, if
the robot repeatedly stops too far from the user’s mouth, they can use an in-app teleoperation
interface to move it the final way to their mouth. Ongoing work is focused on developing that
teleoperation interface. Manual control can also apply in perception. For example, if food de-
tection repeatedly fails to segment the user’s preferred bite, they could draw a bounding box
around it and use that to invoke bite acquisition. Thus, fallback manual control should supplement
robot actions to ensure users are always able to proceed, even in unlikely off-nominals.

Figure 6.3: Users who
don’t want the robot
to wait for them before
moving to their mouth
can check “Auto-
continue.”

Caveats to High User Control: Although user control can get us far in terms of making the
system robust to off-nominals, there are two key caveats. First, users must be willing and able
to exercise the control. For example, conversations with participants who use the Kinova arm
have revealed that teleoperating it to pick up a single bite of food can takes an unreasonable
5 to 40 minutes [18; 89]. Thus, if acquisition repeatedly fails, users are unlikely to use manual
control to recover and are more likely to not use the system, necessitating a robust acquisition
system (RQ2). All the above proposals for user control are ones that participants and community
researchersexpressed willingeness to do. Second, some users may be frustrated by too much control.
For example, while one user we spoke to wanted the robot to wait at the staging configuration
until they tell it to move to their mouth, another wanted it to immediately move to their mouth
to speed up the process. To account for these diverse preferences, I propose adding settings that
allow users to auto-continue (e.g., Fig. 6.3), perhaps after a configureable number of seconds.

6.1.3 Flexible Robot Actions

Providing users with high control necessitates flexible robot actions, because we lose guarantees
over the robot state at the end of the action. For example, our original implementation of “Move-
ToStaging” required the fork to be flat, so food doesn’t fall off. However, users might pause
“AcquireFood” before the fork reaches a flat pose, and might subsequently invoke “MoveToStag-
ing,” which would immediately fail. Thus, to accommodate high user control, robot actions must
be designed to have fallbacks in case their preconditions are not met. In the aforementioned case, we
modified the robot action so if the fork is not flat, it removes the flatness constraint on the motion.

Similarly, the fact that users may use the system in any lighting condition, with any food
type, necessitates an extremely flexible food perception system. Whereas past work used a food
perception system that was trained on—and could mainly detect—6 food items [40], in the process
of making the system deployable we substituted that with SegmentAnything [67], a flexible food
segmentation system that has high success rates on diverse images. Thus, developing a deployable
system requires generalizable perception systems that are robust to environment and object variations.

6.2 Insight #2: Safety in All Levels of the System

Safety is a crucial component of a deployable system, particularly one like the robot-assisted
feeding system that operates extremely close to the user. While past robot-assisted feeding work
had a researcher prepared to stop the robot as a fallback safety level [18], that is not an option for
a deployable robot. Thus, we incorporate safety into every level of our system.

Web App: As mentioned above, at the app level users have the ability to preempt any robot ac-
tion. The action then percolates the preemption into the code it is running. Since all robot motion
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actions are implemented as behavior trees [33], each behavior must already implement termina-
tion logic. Further, the modularity of behaviors makes it easy to test and verify termination logic.
On visual inspection the robot stops immediately after the user clicks pause.

Motion Planning: On the motion planning level, we populate a dynamic collision map [56]
with perceived depth camera obstacles. This ensures that all planned motion will avoid user- or
environment-specific obstacles, e.g., assistive technology near the user or a cup on the table.

Controls: On the controls level, all controllers are force-gated. In other words, they subscribe
to the force-torque sensor and stop motion as soon as a sensor reading exceeds a threshold. We
keep these thresholds at conservative values during bite transfer—1N—and at values ranging
from 4-35N during bite acquisition (these thresholds were learnt based on human data in RQ2).

Watchdog: As an overarching level of safety across all robot code, we use a watchdog archi-
tecture [29] to monitor the crucial safety components: the force-torque sensor and the physically
emergency stop (e-stop) button mounted in a reachable location near the user’s head. If the force-
torque sensor stops publishing for at least 0.5s, or if the e-stop button is pressed, the watchdog
“trips.” Further, if a watchdog listener hasn’t receive a message, or heartbeat, from the watch-
dog within 0.1s, they consider the watchdog to have tripped. All ROS2 actions have a watchdog
listener and immediately abort if it trips, following the same termination logic as preemptions.
Further, the process running the controllers also has a watchdog listener, and terminates itself if
the watchdog “trips,” thereby stopping all movement communication to the robot.

These layers of safety ensure the system is safe without researcher intervention. The user has
two ways to immediately stop robot motion—through the app and with a physical e-stop button.
Even if the user doesn’t stop the robot, motion commands will stop being sent to the robot if: (a)
a force-torque threshold is exceeded; or (b) the force-torque sensor stops sending readings.

6.3 Insight #3: Portability is Key

The robot-assisted feeding system must not hinder the user’s ability to move their wheelchair,
which means the system cannot require any wires leaving the wheelchair (e.g., to a power outlet)
or an external internet connection (which may not be available everywhere). Thus, the system
has its own local router and the router, laptop, and robot all draw power from the wheelchair’s
internal battery. Further, none of the sensors on the robot’s arm have wires that leave the arm.
The force-torque sensor is wireless, and the RGB-D camera connects to an Nvidia Jetson Nano
computer mounted on the robot arm itself. Thus, the robot still has its full range of motion
without concerns of wires getting caught and jerking the arm or sensors.

6.4 Insight #4: Test in a Structured Progression

To verify the system’s deployability and catch any issues early, I propose testing it in a structured
progression. In terms of test subjects, I propose starting with researchers without motor impair-
ments, then researchers with motor impairments (the community researcher), before evaluating
it with participants with motor impairments. In terms of environment, I propose moving from
more structured to less structured: a conference room, then an atrium or cafeteria, then a user’s
home. In terms of food, I propose moving from easier to acquire foods like potato wedges to more
difficult to acquire foods like cole slaw, noodles, and rice. In terms of the user’s attentiveness dur-
ing the meal, I propose moving from single-tasking (eating the meal) to solo multitasking (e.g.,
eating the meal while watching TV) to group multi-tasking (e.g., eating a meal while socializing).
This structured testing progression will enable us to be confident in the system’s functioning in
earlier test situations before moving to more difficult ones.



22 amal nanavati

6.5 Evaluations
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Figure 6.4: In a pilot
study, the robot fed the
community researcher
a meal of chicken ten-
ders, broccoli salad,
and roast potatoes in
a campus conference
room.

So far, we have testing the system with a researcher with disabilities, in a structured out-of-
lab environment (a conference room), with easier-to-acquire foods (Fig. 6.4). Once we finish
thoroughly testing the system on the harder-to-acquire foods, I propose evaluating the system
through multiple single-meal deployments and at least one week-long deployment.

6.5.1 Multiple Single-Meal Deployments

I propose running a system evaluation user study where n ≥ 5 participants are fed by the robot-
assisted feeding system in various campus environments outside of the lab (e.g., a conference
room, atrium, cafeteria, etc.). After giving informed consent, the users will be introduced to the
system and able to use the customization interface from RQ3 to tailor it to their needs. We will
have already purchased their desired meal, and they will use the system to eat as much of it as
desired. As they eat, we will track the number of times and reasons why we had to intervene
(ideally 0), and periodically ask them to complete the NASA-TLX [50] to gauge their cognitive
workload. At the end, users will rate their experience through the System Usability Scale [75]
and we will conduct a semi-structured interview to understand more detailed feedback. This
evaluation will help us measure our progress towards a deployable system, identify future work,
and compare our system to others (through the use of validated scales).

6.5.2 One Week-Long, In-Home Deployment

I also intend to complete at least one home deployment, where the robot-assisted feeding system
feeds one user, in their home, over an extended period of time (e.g., a week). When designing this
study, I propose leveraging methodologies on n = 1 study design from personalized healthcare
and behavioral science [123]. The core idea of n = 1 methodologies is for the user to serve as their
own control. The results derive statistical power from many trials with one user, as opposed to
one trial each with many users. For example, we could have the user alternate between meals fed
by our system and by a caregiver, and measure metrics like their time to complete the meal, stress
levels during the meal, feelings of satisfaction and self-efficacy, and how much caregiver time
was required. By analyzing these metrics across the several meals the user eats over the course
of the deployment, we can derive statistical results about how well the robot-assisted feeding
system worked for that user, which is important because the ultimate goal of personal robotics is
to develop robots that work well for the specific people who are using it. Further, note that because the
home deployment will last an extended period of time, it is likely that some meals may need to
be fed in-bed. If so, this will allow us to evaluate the system’s ability to customize to the relative
positions of the user, plate, and robot.

6.6 Discussion: Extensibility Across Labs

We are working with our collaborators at Cornell University to put our software architecture
(Sec. 6.1.1) on their robot feeding system’s hardware. Once it is done, the modularity of the
architecture should enable smooth sharing of research advancements across the labs. For example,
they developed an extension to “MoveToMouth” that goes inside the user’s mouth (e.g., for users
with no neck mobility); porting that to our system should just involve copying the action into our
codebase. Similarly, to the best of my knowledge our food detection pipeline can detect a larger
variety of foods than theirs, and porting that to their system will involve copying the action over.
I look forward to this software architecture accelerating code-sharing in robot feeding research.
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Conclusion
In this work, I proposed a research agenda that seeks to answer the following research question:

RQ-Thesis How can we develop a deployable robot-assisted feeding system that can feed any user,
in any environment, a meal of their choice, while aligning with their preferences?

Specifically, I presented completed work that investigated: the needs and priorities of people
with motor impairments when it comes to robot-assisted feeding (RQ1); and how to enable a
robot-assisted feeding system to acquire the variety of foods users may want to eat (RQ2). I then
presented proposed ongoing work on: ensuring the system can be customized to each user and
environment (RQ3); and designing, developing, and evaluating a deployable system (RQ4).

Table 7.1 contains the proposed timeline for this thesis. I propose targeting HRI 2025 for RQ3,
RSS 2023 for the single-meal deployments of RQ4, and perhaps a journal extension of that paper
for the in-home deployment of RQ4.

7.1 Future Work
The proposed work will take us closer to widespread robot-assisted feeding being a reality for
people with motor impairments, and paves the way for interesting future work.

Within bite acquisition, a key direction of future work is allowing users to specify their desired
bite size. This is crucial to prevent choking, and is a make-or-break criteria for some users [89].
Within bite transfer, a key direction of future work is not obstructing the target of the user’s gaze,
such as a TV or their social dining companion. This may be possible with an in-app customization
experience like those proposed in Ch. 5. Within system design, a key direction of future work is
allowing users to seamelessly switch between autonomous feeding mode and Kinova’s teleopera-
tion mode. This will allow users to teleoperate the arm to get and heat food from the fridge, then
turn on feeding mode and eat it, and then teleoperate the arm to put the dish in the sink.

Finally, achieving widespread adoption of a novel technology like robot-assisted feeding sys-
tems involves getting regulatory approval for semi-autonomous robots as assistive devices, secur-
ing health insurance coverage for robot-assisted feeding systems, and reducing the cost of these
systems [35; 5; 111]. An alternative is releasing this technology as open-source do-it-yourself (DIY)
kits [57], although this brings up questions of who has access to build such kits.

Table 7.1: Proposed
timeline for this thesis.

Research Question(s) End Quarter Milestone

Needs Assessment (RQ1) & Acquisition (RQ2) Autumn 2023 Pilot Single-Meal Deployment: 1

Customizability (RQ3) & Deployability (RQ4) Winter 2024 Single-Meal Deployments: 5

Deployability (RQ4) Spring 2024 In-home Deployment & Bed-side Feeding
Potential Internship Summer 2024 N/A
Customizability (RQ3) Autumn 2024 RQ3 Study
RQ-Thesis Winter 2025 Dissertation & Defense
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